**ESE 358 Computer Vision**

**ECE, SBU, M. Subbarao**

**Project 1. Image Formation : Computer Animation and Augmented Reality**

**Draft 1.0,**

**Image formation in a pin-hole camera: Mapping from 3D object coordinates to 2D image coordinates under 3D rigid-body motion. (See pages 33-60 in the Szeliski’s text book, 2021 edition).**

**COMPUTER ANIMATION:**

**ROTATING AND TRANSLATING CUBE WITH TEXTURE-MAP.**

**You are given a program with some parts of the code removed. Fill in the missing code so that the program works. There will be a quiz on this project after the submission of this project. This quiz is to make sure that you understand all parts of the project and that you completed the project yourself.**

A rigid wire-frame cube and its texture-map for one of the surfaces are given. The cube is specified in a World Coordinate System (WCS) fixed to the cube.

The origin of the world coordinate system is at T0 in the camera coordinate system (CCS) and the WCS is rotated by an angle theta0 around a given axis along the unit vector N0 passing through the origin of the origin of the WCS.

In the project, take theta0=0, and N0 is passing through V1 and V8, and pointing towards V8 (i.e. , N0 is parallel to V8-V1).

Use this to compute the initial rotation matrix R0.

The translation of the WCS wrt the CCS with time t in seconds is given by

**T**=**T0**+ **velocity**\*t + 0.5 \* **acc** \* t \* t;

**T0**, **Velocity**, and acceleration **acc** are vectors given in the CCS.

And the rotation angle theta of the WCS wrt the CCS along the same axis N0 (translated with **V1,V8**) with time t in seconds is given by

Theta = theta0 + w0\*t

where theta0 and w0 are given. The above equation specifies angle theta as a function of time t with initial angle theta0 added to rotational angle w0\*t where w0 is the uniform rotational/angular velocity. Note that the axis of rotation N0 always remains the same and always passes through the origin of the WCS which is translating as T wrt to the CCS.

Draw a wire-frame image of the cube at time t=0.

Given V1 to V8, and other parameters like focal length of the camera, find the image points v1 to v8. By convention, 3D vectors are denoted with upper case letters and their corresponding 2D image vectors are represented in lower case.

(i.e.: upper case V1 to V8 are the 3D world coordinates of the vertices of the cube, and lower case v1 to v8 are their corresponding image points on the image plane.).

Join the lines

(v1,v2), (v2,v3), (v3,v4), (v4,v1),

(v7,v6), (v6,v8), (v8,v5), (v5,v7),

(v1,v7), (v2,v6), (v3,v8), (v4,v5).

The 3x3 matrix K of camera parameters is given where f=40mm is the focal length. Generate a sequence of images as a function of time t and display them as a sequence of image frames to produce the effect of a “video”.

K= [ f 0 0 ;

1. f 0 ;

0 0 1 ]

The camera matrix K of a digital camera is given by Eq. 2.59 on page 55 in the Szeliski’s text book. The perspective projection image formation is given by Eq. 2.55 for any point Pw at (x,y,z). The image center is at (0,0) [not (W/2,H/2) as in the text book]. The rotation matrix is given by Eq. 2.34 on page 47. This rotation matrix is derived for a rotation axis passing through the origin of the WCS. A cube of size length=10 mm X 10 mm X 10 mm has three of its edges parallel to the three axes X, Y, and Z.

If the cube is rotated by theta= Ө degrees counter-clockwise around an axis that passes through the vector **v8-v1** ( and that points from **v1** to **v8** which determines the direction of rotation). Write an expression for computing the numerical values of the image coordinates of the image point of vertex **vi**, (i=1,2,…,8). All vectors and matrices like K and R must be written in explicit matrix form and computed.

Note that, the unit vector along the axis of rotation is **n=(v8-v1)/||v8-v1||**. Then you can get **[n]x** in Eq. 2.32, Also, **[n]x^2** in Eq. 2.34 is the product of **[n]x** with **[n]x** itself. This Eq. 2.34 gives the rotation matrix R.
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1. Generate a gray level image of size 600x600 with pixel size p= 0.010 mm. It should show the 12 edge lines connecting the 8 vertices vi (i= 1 to 8) of the cube. A 3D line can be shown to project onto the image plane as 2D line in a pin-hole camera. Use a value of 0 for the background and 255 for pixels on the lines. The edges connect the following pairs of vertices:

(v1,v2), (v2,v3), (v3 , v4), (v4, v1),

(v7, v6), (v6,v8), (v8,v5),(v5,v7)

(v1,v7), (v2,v6), (v3,v8), (v4,v5)

Note that you can compute the pixels lying on the image line connecting two image points q1(x1,y1) and q2(x2,y2) as follows. A vector equation for the line is

**q = q1 + c \* u** where u is a unit vector along q2-q1, and c is a scalar number in the range 0 to d where d is the length of the vector q2-q1, in units of pixels. The row and column indices (i,j) are computed as follows. Let for an image of size MxN, q=(x,y). Then, i=M/2 – y/0.010, and j = N/2+x/0.010.

2. Suppose that the cube is rotating with a uniform angular velocity of **w0** degrees per second, and simultaneously translating with a uniform velocity of **velocity** mm per sec, generate the image of the wire frame cube with the texture map on one face, as a function of time and display the image sequence as a function of time.

3. Texture map of one of the cube faces is:

![](data:image/jpeg;base64,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)

**AUGMENTED REALITY**

The video of a real stationary 3D scene is given as a 600x600 gray-level image that does not change with time. This background video image of a real 3D scene needs to be augmented for a viewer to show a rotating and translating cube in the foreground of the 3D scene. Superimpose the image sequence generated in your previous section with a given background image. All pixels of the background image that are not occluded by the wire-frame cube must retain their original values in the 3D scene, and all pixels that are occluded by the cube must have the pixel values generated from the cube.

**OPTIONAL ITEM FOR FUN (No need to complete this part)**

**AR for Stereo Vision**

In addition to the camera in the previous section, a binocular stereo camera is created by placing a second camera. The all the axes in the CCS of the second camera is perfectly aligned with the corresponding axes of the first camera with the only difference being that the origin of the CCS of the second camera is located at (10, 0, 0) mm. Note that 10 mm is the baseline distance along the X-axis of the first camera.

Compute the animation sequence with the output of the first camera shown in red color, and the output of the second camera shown in blue color. The output of both cameras must be shown on the same single output color image frame. When this color image frame is viewed with a Red-Blue eye-glasses on the left and right eyes respectively, it would produce the perception of a 3D cube translating and rotating in 3D space.

In the following MATLAB code, fill in the missing pieces of code. There will be quiz to test that you understand all parts of this code, and that you completed the project yourself.

**NOTES:**

For Project 1, submit the matlab source file along with sample output images and the background input image.

Details on the quiz will be announced later. It will be after the first mid-term test.

Some common mistakes in Project 1:

Use radians instead of degrees with Sin(theta) instead of sind(theta) or cosd(theta) for degrees for computing R.

Also, for mapping the pixels, understand that Map2Da() maps 3D points to 2D cartesian coordinates, and then

MapIndex() maps the output of Map2Da() to row and column indices which might be fractional number and outside the image range. (0 to row-size, 0 to column-size).  Ignore outside points, and draw/paint points inside the image.

For second part, take an indoor room or outdoor 3D scene image, convert to gray-level of size 600x600, and use it as the background instead of black background.

%define 8 points of the cube in world coordinate

length = 10;

V1= [ 0 0 0 ];

V2= [ 0 length 0 ];

V3= [ length length 0 ];

V4= [ length 0 0 ];

V5= [ length 0 -length ];

V6= [ 0 length -length ];

V7= [ 0 0 -length ];

V8= [ length length -length ];

% Find the unit vector u81 corresponding to the axis of rotation which is along (V8-V1).

From u81, compute the 3x3 matrix N in Eq. 2.32 used for computing the rotation matrix R in eq. 2.34

?????????????????

T0 = [ -20 -25 500 ]; % origin of object coordinate system in mm

%T0 = [ -30 -20 500 ]; % origin of object coordinate system

%set given values

f=40; %focal length in mm

%f=input('f=');

Initialize the 3x3 camera matrix K given the focal length

K= ???????????

velocity=[2 9 7 ]; % translational velocity

theta0=0;

w0=20;% angular velocity in deg/sec

p=0.01;%pixel size(mm)

Rows = 600; %image size

Cols = 600; % image size

A = zeros(Rows, Cols); %output image

r0= round(Rows/2);

c0 = round(Cols/2);

% You are given a rectangle/square in 3D space specified by its

% corners at 3D position vectors V1, V2, V3, V4.

% You are also given a rectangular/square graylevel image

% tmap of size r x c.

% This image is to be "painted" on the 3D rectangle/square, and

% for each pixel at position (i,j),

% the corresponding 3D coordinates

% X(i,j), Y(i,j), and Z(i,j), should be computed,

% and that 3D point is

% associated with the brightness given by tmap(i,j).

%

% Find the unit vectors corresponding to u21=(V2-V1)/|(V2-V1)|

% and u41= (V4-V1)/|(v4-V1), and compute X(i,j), Y(i,j), and Z(i,j).

% Compute the unit vector u21 along (V2-V1) and

% Compute the unit vector u41 along (V4-V1) and

h=? % height = distance from v2 to v1

w=? % width = distance from v4 to v1

u21=???????????????

u41=???????????????

% For each pixel of texture map, compute its (X,Y,Z) values

%

tmap = imread('einstein50x50v.jpg'); % texture map image

[ r c ] = size(tmap);

X=zeros(r,c);

Y=zeros(r,c);

Z=zeros(r,c);

for i = 1 : r

for j = 1 :

%incorrect: p1 = V1 + (i-1)\* u41\* (h/r)+ (j-1)\* u21\*(w/c);

p1 = V1 + (i-1)\* u21\* (h/r) + (j-1)\* u41\*(w/c);

X(i,j)=p1(1);

Y(i,j)= ??

Z(i,j)=??;

end

end

acc = [ 0.0 -0.80 0 ]; %acceleration

for t=0:0.2:24 % Generate a sequence of images

% as a function of time

theta=theta0+w0\*t;

T=T0+ velocity\*t + 0.5 \* acc \* t \* t;

% Compute the Rotation matrix from N and theta

R= ????????????????

%find the image position of vertices

v=Map2Da(K,R,T,V1);

v1 = MapIndex(v,c0,r0,p);

v=Map2Da(K,R,T,V2);

v2 = MapIndex(v,c0,r0,p);

?????????????????????????????

% Draw edges of the cube

A = zeros(Rows, Cols);

A = Line(A, v1,v2);

????????????????????????????

% Add texture map to one face.

for i = 1 : r

for j = 1 : c

p1 = [ X(i,j) Y(i,j) Z(i,j) ];

**%Find the row and column indices (ir,jr) in integers that give %the image position of point p1 in A.**

**% Use the same method as for the corners of the cube above.**

?????????????????????????

if((ir>0)&&(jr>0) && (ir<=Rows) && (jr<=Cols))

A(ir,jr)=tmap(i,j);

end

end % In a general case, you may need to

% fill up gaps in A(ir,jr)

% through interpolation. But, in this project,

% you can skip interpolation. The output will not

% look nice due to the gaps.

end

A=mat2gray(A);

imshow(A);

% pause

% pause if you want to display frame by frame

% and press return to display the next frame

end

%function for rotation and translation

function [ v ] =Map2Da( K,R,T,Vi)

P=K\*[R T']\*[Vi 1]';

w1=P(3,1);

v(1)=P(1,1)/w1;

v(2)= ?????????????;

end

%function for mapping image coordinates in mm to

% row and column index of the image, with pixel size p mm and

% image center at (r0,c0)

function [ v ] =MapIndex( u,c0,r0,p )

v(1)= round(r0-u(2)/p);

v(2)=round(c0+u(1)/p);

end

%function for line

% Draw line from v1 to v2 in image A

function [A] = Line(A, v1, v2)

d=sqrt((v1-v2)\*(v1-v2)');

ui=(v2(1)-v1(1))/d;

uj=(v2(2)-v1(2))/d;

i=v1(1);

j=v1(2);

[ rows cols ] = size(A);

for K=0:round(d)

i=i+ui;

j=j+uj;

ir=round(i);

jr=round(j);

if((ir>0)&&(jr>0) && (ir<rows) && (jr<cols))

A(ir,jr)=255;

end

end

end